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Abstract

This study addresses the initial-boundary value problem of coarse-grained probability measure on the state space in
which a differentiable vector field v is given and, as a consequence, the differenced continuity equation using the first-order
upwind difference scheme (UDS) based on the finite volume method appears as the physical substance on the coarse-
grained dynamics. At first, the UDS is theoretically shown to be equivalent to a class of coarse-grained master equations
(CGME), brought by a principle that we cannot distinguish state points in the same partition with each other. The prin-
ciple is based on the formulation of non-equilibrium statistical mechanics to resolve the macroscopic irreversibility. More-
over the entropy production evaluated by the UDS is also shown to be in accord with the average volume contraction rate
in the steady state. This is essential for the non-equilibrium statistical dynamics and was numerically confirmed. Under the
principle of coarse graining the UDS is very superior to the conventional Monte-Carlo method in computer time and stor-
age and is very useful to solve the CGME.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The problem of the macroscopic and phenomenological irreversible change caused by the reversible micro-
scopic dynamics has been the major problem in non-equilibrium statistical mechanics. In the Hamilton or vol-
ume-preserving system, the rate of increase of the conventional entropy, Gibbs entropy, without the coarse
graining is the average volume expansion rate zero and, therefore, is not suitable for the explanation of the
physical phenomena governed by the second law of thermodynamics. To my knowledge, there is no work
to show that the entropy production on a Hamilton system is positive without coarse graining. Moreover
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the entropy cannot be defined on the sets of zero Lebesgue measure, such as fractal sets, and is not applicable
to the non-equilibrium steady states of dissipative or thermostated systems [1]. Therefore, it is argued that the
coarse graining should be performed.

In this study, as well as discussions on the entropy production, the term ‘‘coarse graining’’ is used within the
meaning that a state space considered is divided into some partitions and that the points in the same partition
cannot be distinguished with each other. Eventually, the system behavior is examined for the limit as the rep-
resentative length scale of the partitions D goes to zero. The formulation has been widely accepted by the fact
that the macroscopic or phenomenological entropy production can be explained thereby for various dynam-
ical systems.

In the mesoscopic formulation the effects of the coarse graining are included in random force in the Lange-
vin equation, and the resultant governing equation of probability density, Fokker–Planck equation, has a dif-
fusion term with a strength parameter e. The term does not vanish as e tends to zero because the probability
density has the singularity for the limit. It is shown that the term makes the mesoscopic entropy production
based on the Gibbs entropy positive and that the production agrees with the average volume contraction rate
in non-equilibrium steady state [2]. Except the case of quantum chaos [3–5] or the formulation based on Kol-
mogorov–Sinai entropy [6], most of the classical formulation based on the Gibbs entropy shows that multi-
dimensional entropy production in the non-equilibrium steady state generally agrees with the negative sum
of all Lyapunov exponents, i.e. average volume contraction rate [2,7–10].

In the microscopic formulation the coarse graining makes it possible to show that the entropy production is
positive even in volume-preserving systems in terms of macroscopic dissipative structures caused by the
boundary condition to bring non-equilibrium steady state [11] or of multifractal structures of invariant mea-
sure [12–14]. Though the explanation by the fractal underlying structures does not directly relate the average
volume contraction rate with the entropy production, the production is shown to be in agreement with the
phenomenological entropy production [12], corresponds to the above-mentioned mesoscopic entropy produc-
tion, and the production is thereby related to the contraction rate. These discussions assert that the coarse-
grained system with D tending to zero can explain the phenomena that cannot be explained by the formulation
without the coarse graining, i.e. D = 0.

In general, a coarse-grained system is governed by a master equation, hereafter referred to as coarse-
grained master equation (CGME), and its numerical solver involves the evaluation of transition probabil-
ities. For the purpose the Monte-Carlo method is widely utilized. In many cases to which the method is
applied the ‘‘coarse-grained’’ partition scale D is sometimes held fixed and the limiting behavior as D! 0
is not paid attention. This is not the coarse graining of this study. Moreover, this study deal with the ini-
tial-boundary value problems of the coarse-grained probability measure on the (complete) state space and a
differentiable vector field v, by which state points evolves, is given in advance. Therefore, the fluctuation of a
real state point (‘‘realization’’ [15]) that corresponds to the change of the unsteady probability measure, or
that of the probability density (measure) due to the uncertainty of the state stray from the main topic of this
study; the fluctuation or noise raised by the Monte-Carlo simulations [16–20] are not involved in this study.
In addition, if we apply the Monte-Carlo integration to evaluate the transition probability every time when
needed for saving storage, the fluctuation of the computed probability is inevitable, and the ‘‘noise’’ essen-
tially reduces the accuracy of lower probability measure and, therefore, they are not applicable to the eval-
uation of such a family of information I(b) on the invariant set [21] because the information of b < 0 extracts
the characteristics of lower probability region. The methods to resolve the problem, e.g. more sample points,
request more computer time or storage. In these situations the Monte-Carlo method is not necessarily
useful.

In this study the numerical solution of the CGME considered is theoretically shown to be in agreement with
that of the continuity equation discretized by the first-order upwind difference scheme (UDS) based on the
(conservative) finite volume method. The scheme is very superior to the Monte-Carlo method in computer
time and storage for solving the CGMEs and is effective even in multi-dimensional cases provided the partition
size D is sufficiently small. Therefore, we authors has been numerically verified the agreement and used the
UDS to evaluate the above-mentioned time-dependent information on invariant sets [21]. However the expla-
nation for the agreement was entirely insufficient from the theoretical and computational viewpoints. Such an
explanation is the main purpose of this study.
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On the other hand, the behavior of the coarse-grained system within the meaning mentioned above is con-
sidered to be more physically essential for the second law of thermodynamics. In fact, this study shows that the
UDS can be regarded as a Fokker–Planck equation with a diffusion term regulated by D, corresponding to the
above-mentioned strength parameter e. And the equation has the well-known important property in the non-
equilibrium steady state, i.e. the average volume contraction rate is equal to the entropy production. The rela-
tion connects phase space dynamics with thermodynamics, and the above-mentioned macroscopic irreversible
changes are explained thereby [11,22]. Therefore, this is also essential for the non-equilibrium dynamics [2],
and the UDS is revealed and revalued to have genuinely physical, not numerical, substance on the coarse-
grained system. It should be stressed that the second- or higher-order upwind schemes do not have the prop-
erties though the UDS itself is now being replaced with the schemes for many computations. We can show that
the UDS is special among other schemes. To clarify the physical significance of the UDS is also the purpose of
this study.

2. Coarse-grained master equation (CGME)

In this study the term ‘‘coarse graining’’ is used within the meaning that a state space considered is divided
into some partitions and that the points in the same partition cannot be distinguished with each other and,
therefore, the micro-structure of the probability measure in a partition is not paid attention. Whether or
not the coarse graining of this study is appropriate is the major problem. Up to this time, however, it has been
widely accepted because it leads to the phenomenological expression of the entropy production for various
dynamical systems [12–14,23,24].

In this partitioning the Markov partition [7,23] is often used. For more complicated dynamical system, e.g.
modified Lorentz equation of this study, however, it’s not practical to divide the state space into the Markov
partition and the state space is forced to be divided into the super cube (super cuboid). In this case, however,
the limiting behavior of D! 0 is expected to be the same as that of Markov partition for wide class of dynam-
ical systems. That is to say, both of the singularity due to the fractal structure described in Section 1 and the
convenient partition which is independent of the vector field give the reason why the limiting behavior is
focussed on. The indistinctness of the present coarse-graining in the same partition creates randomness. How-
ever this causes no problem when the limit as D! 0 is considered and, as above described, the difference in
behaviors between D = 0 and the limit as D! 0 explains the second law of thermodynamics.

The definition completely determines the coarse-grained dynamics. In this section we derive a governing
equation of coarse-grained probability measure, and then the equation is theoretically shown to be in agree-
ment with a difference scheme.

2.1. CGME and transition probability

It is well known that the equation for the probability density q of an D-dimensional ordinary differential
equation system dx/dt = v with a differentiable vector field v = (v1,v2, . . . ,vD) is expressed as:
oq
ot
þ o

oxi
ðqviÞ ¼ 0: ð1Þ
The equation is often referred to as ‘‘continuity equation’’ [1] and the equation has the physical meaning as the
master equation without coarse graining (see Appendix A.1). The density q has the form to be
qðx; tÞ ¼ eKðx;tÞqðT�tx; 0Þ; ð2Þ

where
Kðx; tÞ ¼ �
Z t

0

ðr � vÞðT�sxÞds;
and Tt is the time-evolution operator that moves a point to its t-evolved one along the trajectory. ($ Æ v)(x) is
the value of $ Æ v at x. In this study v is assumed to be independent of t, i.e. v = v(x). However the discussion
below can be easily generalized for v = v(x, t).
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Now we perform the coarse graining over the state space considered. At first, we divide the state space into
N partitions Vi (i = 1,2, . . .,N) so that they do not overlap with each other, and introduce the probability mea-
sure Pi on Vi, defined by
P i �
Z

V i

qðx; tÞdx: ð3Þ
Next, assuming the initial probability density on each partition is uniform or the variation of probability mea-
sure in each partition cannot be captured, we have the following difference between Pi’s at t = a and t = b by
integrating the continuity equation (1) with t over the surface Si of Vi:
P iðbÞ � P iðaÞ ¼
X

j

bW ðb�aÞ
ij P jðaÞ; ð4aÞ
where
bW ðT Þ
ij � �

Z T

0

dt
Z

SijðtÞ
dSeKðx;tÞðv � nÞ=DV j;

SijðtÞ ¼ x 2 Si : T�tx 2 V j

� �
;

ð4bÞ
and n and DVj is the outward-pointing normal vector on Si and the volume of the jth partition Vj, respectively.

The transition probability from jth to ith partition W ðT Þ
ij for time span T is defined as the probability mea-

sure Pi(T) when Pj(0) = 1. Therefore from Eq. (4a) we obtain
W ðT Þ
ij �

bW ðT Þ
ij : i 6¼ j;

1þ bW ðT Þ
ii : i ¼ j:

(
ð4b0Þ
We can easily ascertain that
P

iW
ðT Þ
ij ¼ 1. Using the W ðT Þ

ij we have an another expression of Eq. (4a):
ðICGMEÞ P iðbÞ ¼
X

j

W ðb�aÞ
ij P jðaÞ: ð4a0Þ
Moreover, substituting from a + Dt in b of Eq. (4a) and taking the limit as Dt approaches to zero, we obtain
ðCGMEÞ dP i=dt ¼
X

j

wijP j �
X

j

wjiP i; ð5aÞ
where
wij � lim
Dt!0

bW ðDtÞ
ij =Dt: ð5bÞ
It should be noted that (5) is satisfied when the probability density is uniform on all of the partitions
at an instant. Therefore the continuous dynamical system governed by (5) expresses the coarse-grained
dynamics of this study. Eq. (5a) is well known as one of master equations (abstract master equation
[25]). For the reasons mentioned above Eq. (5a) is hereafter referred to as a coarse-grained master equa-
tion (CGME). If we observe the probability measure non-uniformized in a partition as time passes, this is
due to the fact that state points in the partition are distinguishable, inconsistent with the postulate of the
coarse graining of this study. Therefore, it is worthwhile noting that the evolved probability measure,
forced to continually fulfill the CGME, corresponds to the measure with the postulate continually
fulfilled.

Eq. (4a 0), the time-integrated equation of Eq. (5a), is similarly referred to as an integrated CGME
(ICGME) in this study. Their corresponding transition probabilities are given by Eqs. (4b 0) and (5b).
The convergence problem of Eq. (4a 0) with respect to the representative partition size D has been resolved
for natural invariant (steady) measures (SRB measure) of invertible maps including multifractal cases [26–
28], and it is reasonable to assert that the CGME and ICGME can be used to evaluate the time-dependent
probability measure that does not have an absolute continuous density even if they are derived from Eq. (1)
with the definition (3).
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2.2. CGME and first-order upwind difference scheme (UDS)

In the following we divide state space into N (super) rectangular solids with the same side widths Di

(i = 1, . . .,D), parallel to the ith axis. From Eq. (4b) the transition probability (5b) can be expressed as
wij ¼ lim
Dt!0

bW ðDtÞ
ij =Dt ¼ � lim

Dt!0

Z Dt

0

dt
Z

SijðtÞ
dS eKðx;tÞðv � nÞ=ðDV jDtÞ; ð5b0Þ
where DVj = DV ” D1 · . . . · DD. The ith and jth partitions should adjoin to satisfy wij 6¼ 0, i.e. they should
share D � 1 dimensional region through which they contact with each other. Because if jth partition is apart

from ith one SijðtÞ ¼ 0 bW ðDtÞ
ij ¼ 0

� �
when Dt is sufficiently small and, therefore, the probability is zero. And if

they share a D � 2 or smaller dimensional region on Si, Sij(t) is O(Dta) (a > 0) and, therefore, bW ðDtÞ
ij is O(Dtb)

(b > 1). Consequently wij goes to zero as Dt approaches to zero. Hereafter we focus on the discussion of wij for
the adjoining partition sets (i, j).

If the surface S through which the partitions adjoin is normal to the mth direction, the outward-pointing
component of vector v on S around its center for the ith partition can be expressed as follows:
ðv � nÞðxÞ � vnðxÞ ¼ vnc þ
ovn

oxkð6¼mÞ

� �
c

ðxk � xckÞ þ
1

2

o
2vn

oxkð6¼mÞoxlð6¼mÞ

� �
c

ðxk � xckÞðxl � xclÞ þOðD3Þ; ð6Þ
where subscript c denotes the quantity at the center of the surface S and D ” DV1/D is the representative par-
tition size. In this equation the possible summation with k, l( 6¼ m) direction should be performed. Also we can
obtain
Z Dt

0

eKðx;tÞdt ¼ Dt � Dt2

2
ðr � vÞðxÞ þOðDt3Þ: ð7Þ
Substituting from Eqs. (6) and (7) in Eq. (5b 0) we obtain the transition probability wij as follows:
wij ¼ �
a1Svnc

DV
� aðkÞ2

24

o2vn

ox2
kð6¼mÞ

 !
c

D2
kS

DV
� bðkÞ1

ovn

oxkð6¼mÞ

� �
c

DkS
DV
� bðk;lÞ2

2

o2vn

oxkð6¼mÞoxlð6¼mÞ

� �
c

DkDlS
DV

þOðD2Þ; ð8Þ
where S(=DV/Dm) is the area of the surface S and
a1 �
Z

S
I ij dS=S;

aðkÞ2 � 12

Z
S

I ijðxk � xckÞ2 dS=D2
kS;

bðkÞ1 �
Z

S
I ijðxk � xckÞdS=DkS;

bðk;lÞ2 �
Z

S
I ijðxk � xckÞðxl � xclÞð1� dklÞdS=DkDlS:
Herein
I ijðxÞ �
1 : vnðxÞ < 0;

0 : otherwise:

�

When D is sufficiently small, Iij is uniform on S for almost entire set of (i, j). It follows that b1 ¼ bðkÞ2 ¼ 0 and
a1 ¼ aðkÞ2 ¼
1 : vnc < 0;

0 : otherwise:

�

Therefore for almost all adjoining partition sets (i, j) we have
wij ¼
1

Dm
maxðvj!i;c; 0Þ þ

sgnðvj!i;cÞ þ 1

48

o
2vj!i

ox2
kð6¼mÞ

 !
c

D2
k

Dm
þOðD2Þ � w0ij þOðDÞ; ð9Þ
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where vj!i ” �vnc is the velocity component of v in the direction from the jth partition to the ith one. For an-
other partition sets, as described above, the probability is zero. So we can omit the summation in Eq. (5a) for
the sets.

On the other hand, if we regard the entire state space divided by the partitions as a grid, we can discretize
the convection term of the continuity equation (1) on the space by the first-order upwind difference scheme
based on the finite volume method. Fig. 1 shows the definition of physical quantities in the j direction around
the basic ith cell when we use the staggered grid. Then we obtain the following discretized equation (UDS):
ðUDSÞ dqi

dt
��

X
j

Jþj;i� J�j;i
Dj

¼�
X

j

maxðvþj;i;0Þqi�maxð�vþj;i;0Þqþj;i
� �

=Dj� maxðv�j;i;0Þq�j;i�maxð�v�j;i;0Þqi

� �
Dj

	 ih
¼
X

j

max vjþ!i;0

 �

qþj;iþmax vj�!i;0

 �

q�j;i

h i
=Dj�

X
j

h
max vi!jþ ;0


 �
þmax vi!j� ;0


 �i
qi=Dj

¼
X
j;sign

w0ijsignq
sign
j;i �

X
j;sign

w0jsigniqi: ð10Þ
Herein vj�!i denote the velocity component of v in the direction from the adjoining j±th cell to its basic ith
one, and ‘‘j, sign’’ expresses the summation with respect to possible cells adjoining the ith cell for all direc-
tions and sides. From Eqs. (5a), (9) and (10) the numerical solution of the continuity equation (1) discret-
ized by the first-order upwind difference scheme (UDS) based on the (conservative) finite volume method
agrees well with the numerical solution of CGME (5a) when D is sufficiently small and the initial and
boundary conditions of Pi and qi are identical. Thus, the UDS acquires physical substance on the
coarse-grained system.

This fact does not assert that the time-dependent measure obtained by solving Eq. (5a) can be expressed by
the probability density for small D, i.e. the measure has an absolute continuous density. It is clear that such a
relation cannot be found when the continuity equation (1) is discretized by higher-order upwind difference
schemes. Hence it should be emphasized that this coincidence is only numerical and has been verified by
authors [21] (see also Appendix A).

2.3. Coarse-grained entropy

In this study an entropy on the coarse-grained system, defined by
S �
X

j

P �j lnðP j=DV Þ; ð11Þ
is introduced, where P �j is the invariant measure on the jth partition. The entropy differs from the conventional
one in that Pj is partially replaced with P �j and is not multiplied by �1. The entropy corresponds to a member
Fig. 1. Definition of physical quantities in the j direction around the basic ith cell on the staggered grid.
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of a family of information for the coarse-grained system proposed by authors [21], generalized from an
entropy functional on the invariant set proposed by Goldstein et al. [1]. The entropy does not involve the
identification of the repelling area in the computational domain and is easy to compute its time variations.
Moreover it provides the time-dependent measure on the most probable region that affects the behavior of
macroscopic observables [21]. In the (non-equilibrium) steady state the entropy agrees with the conventional
coarse-grained entropy times �1 [7,12]. Using the entropy the numerical solutions of UDS (CGME) will be
shown to have the physical property that the conventional entropy production corresponds with the average
volume contraction rate in the state.

2.3.1. Coarse-grained entropy and its increasing rate

When we evaluate the probability measure Pj on the jth partition by solving UDS (10) and denote the
(coarse-grained) probability density Pj/DV by qj its increasing rate is expressed as
dqj

dt
¼ � 1

Dk

qþk;j þ qj

2
vþk;j �

qj þ q�k;j
2

v�k;j

� �
þ
bJ þk;j � bJ �k;j

Dk
� Cj þ Dj; ð12Þ
where
bJ �k;j � � jv�k;jjDk

2

q�k;j � qj

Dk
:

In Eq. (12) the possible summation with k-direction should be performed. Therefore, the increasing rate of the
entropy S becomes
dS
dt
¼
X

j

P �j
qj
ðCj þ DjÞ � K0 þ K1: ð13Þ
The term K1 in Eq. (13) can be divided into two parts as follows:
K1 ¼
X

j

P �j
qj

D1j þ D2j


 �
� K11 þ K12; ð14Þ
where
D1j �
qj

Dk

2

qþk;j þ qj

bJ þk;j � 2

qj þ q�k;j
bJ �k;j

" #
;

D2j �
1

2

jvþk;jjDk

2

2

qþk;j þ qj

qþk;j � qj

Dk

� �2

þ
jv�k;jjDk

2

2

qj þ q�k;j

qj � q�k;j
Dk

� �2
" #

:

Herein K’s formally coincide with the discretized form of the following:
K0 �
Z

V �
� q�

q
r � ðqvÞdV ;

K1 �
Z

V �

q�

q
o

oxj

jvjjDj

2

oq
oxj

� �
dV ;

K11 �
Z

V �
q�

o

oxj

jvjjDj

2

1

q
oq
oxj

� �
dV ;

K12 �
Z

V �

jvjjDj

2

q�

q2

oq
oxj

� �2

dV ;
where V* and q* denote the invariant set and invariant (steady) probability density. Note that they are formal
expressions because the probability density is not necessarily absolutely continuous as t goes to infinity as
mentioned above. K11 and K12 correspond to the rate of increase by the entropy flow and the entropy produc-
tion, respectively.
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2.3.2. Entropy production in non-equilibrium steady state

In non-equilibrium steady state the coarse-grained entropy production is known to be equal to the average
volume contraction rate [2]. As mentioned in Section 1 the relation is very essential for non-equilibrium sta-
tistical mechanics and the UDS is verified to be suitable for the coarse-grained dynamics provided the UDS
fulfills the relation. In this section we will confirm that the coarse-grained steady entropy production K�12 fully
agrees with the corresponding average volume contraction rate based on the formulation of UDS (CGME).

From Eqs. (12)–(14) K�0 and K�1 satisfies K�0 þ K�1 ¼ 0 in the steady state, where the superscript * indicates
quantities in the state. And we can easily obtain
K�11 ¼ hr � vi
�
c þ K�0 þ K�1 þ I�1 þ I�2 þ I�3 þ I�4; ð15aÞ
where
hr � vi�c �
X

j

DV qj

vþk;j � v�k;j
Dk

; ð15bÞ

I�1 � �
X

j

DV
Dk

Dþk;j
/ðqþk;jÞ þ /ðqjÞ

2

qþk;j � qj

Dk
� D�k;j

/ðqjÞ þ /ðq�k;jÞ
2

qj � q�k;j
Dk

� �
; ð15cÞ

I�2 �
X

j

DV
Dk

/ðqþk;jÞ þ /ðqjÞ
2

qþk;j þ qj

2
vþk;j �

/ðqjÞ þ /ðq�k;jÞ
2

qj þ q�k;j
2

v�k;j

� �
; ð15dÞ

I�3 �
X

j

DV
Dk

rþk;jD
þ
k;j

qþk;j � qj

Dk
� r�k;jD

�
k;j

qj � q�k;j
Dk

� �
; ð15eÞ

I�4 � �
X

j

DV
Dk

rþk;j
qþk;j þ qj

2
vþk;j � r�k;j

qj þ q�k;j
2

v�k;j

� �
: ð15fÞ
In these equations the superscript * is omitted for the probability density q. Herein D�k;j and r�k;j are defined by
D�k;j �
jv�k;jjDk

2
;

r�k;j ��
/ðq�k;jÞ � /ðqjÞ

2
�

qj � q�k;j
qj þ q�k;j

;

and / = /(x) is an arbitrary function of x, evaluated on each partition, such that the following condition is
satisfied:
lim
x!0

x/ðxÞ ¼ 0:
In Eq. (15a) the average volume expansion rate, defined in Eq. (15b), appears.
For a sufficiently large space the density and its gradient can be regarded as zero on the boundary. From

Eqs. (13) and (15c)–(15f), K�0, K�1 and I�1 � I�4 can reduce to the surface integral (summation) on the boundary
and, therefore, equal zero. Consequently the entropy production term K�12 satisfies
K�12 ¼ K�1 � K�11 ¼ �K�11 ¼ �hr � vi
�
c : ð16Þ
From Eqs. (15) and (16) the term fully agrees with the discretized average volume contraction rate. Therefore,
the entropy production evaluated by the UDS agrees with the average volume contraction rate. It should be
noted that the agreement is independent of the partition scale D. This property is essential for the coarse-
grained dynamics.

If the boundary condition of probability measure is periodic the condition for / is needless to hold Eq. (16) and
/ is genuine arbitrary. Such degrees of freedom of / is surprising because we can easily ascertain that
/(x) = ln(x) for the continuous dynamics from the formal continuous expression of K11 (K12) mentioned above.

Eq. (16) is numerically confirmed in Fig. 2. The model equation and computational method are based on
those proposed by authors [21]: the equation is a modified Lorentz model, defined by
dx=dt ¼ rzðy � xÞ; dy=dt ¼ xðR� zÞ � y; dz=dt ¼ xy � bz;
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where r = 0.1465, R = 45.92, b = 4.0. Unlike the original Lorentz model, it does not have uniform volume
expansion rate, i.e. the rate is a function of x, and is suitable for the discussion on Eq. (16). The computational
domain was taken to be �60 6 x 6 60, �90 6 y 6 90, �25 6 z 6 155 so that the high probability region is
included and that the density gradient on the boundary is sufficiently small. The boundary condition of the
probability measure is zero and the initial distribution of the measure, generated by random numbers [29],
is not uniform. The partitions are the super cubes of the same side width Di = 1.5 (i = 1,2,3). The time inte-
gration was performed by the first-order explicit method and time increment Dt = 5.0 · 10�5. It should be
noted that the computational domain has a repelling area and the total probability on the domain is not pre-
served. That is why the probability measure was normalized by the total probability in the steady state. The
normalization corresponds to make the initial probability measure in the repelling area set to zero. Note that
the operation does not affect the evaluation of the entropy (11). It is one of the merits to compute the time-
variation of the entropy. The determination of the steady state was based on a global indicator:
Igc �
X

jðP j 6¼0Þ
ðdP j=dtÞ2=P j;
and the exponential escape rate k of probability from the computational domain. In the present computation
the state that Igc < 5.0 · 10�5 and k < 5.0 · 10�5 was determined to be the ‘de facto’ steady state.

Fig. 2 shows the time variation of K’s (Eqs. (13) and (14)), in addition to the average volume contraction
rate in the steady state. For t < 0.1 the figure shows K0 approaches to the average volume contraction rate
owing to the entropy production K1 (K12). As described in Ishida and Kimoto [21] this is a part of the phe-
nomena caused by the uniformization of probability density on the invariant set. The uniformization is
expected to explain the mechanism that makes the mesoscopic level difference of initial distribution lose
and realizes the same macroscopic unsteady state if its macroscopic initial state is identical as irreversible pro-
cesses go [21]. For t > 1 the K’s take on the constant value: the terms K0 and K1 go to zero and the entropy
production K12 goes to the average volume contraction rate. The former ensures that UDS goes to the con-
tinuity equation (1) as D decreases, and the latter makes satisfy the condition (16) in the non-equilibrium
steady state. Thus, the UDS combines the discretization scheme of the continuity equation (1) with the
coarse-grained master equation (5a).

3. Discussion – applicability of UDS

3.1. Merits and demerits of UDS

This study addresses the initial-boundary value problems of the probability measure on the state space
when the partition size D is small, based on the above-described coarse graining, and differentiable vector field
v is given. Under the restrictions this study revealed that the method is superior to the numerical evaluation of
transition probabilities by Monte-Carlo (MC) integration because these conditions diminish advantages to
perform MC simulations.
Fig. 2. Time variation of the terms that constitute the rate of increase of entropy.
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As precisely shown in Section 2.2, the transition probability in the CGME vanishes for non-adjoining par-
tition pairs, and the proposed UDS method just evaluates the remaining probabilities by the component of
vector v normal to partition boundaries. Therefore, the method is effective even in multi-dimensional cases.
On the other hand, the MC integration to evaluate the probabilities needs positive Dt and, therefore, the
increase of the number of partitions to which sample points move from a partition for the interval Dt

requires additional memory to store the transition probabilities. The MC integration evaluating the proba-
bilities at every time step can save such memories. But the method takes enormous time and the resultant
meaningless fluctuation of the probabilities makes it impossible to evaluate the lower probability measure
accurately.

This study does not discuss on the fluctuation or noise [16–20] originated from the uncertainty of state on
an incomplete state space, e.g. chemical master equation (CME), because this study deal with the time-evo-
lution of the probability measure on the (complete) state space. Such a fluctuation generally requires obser-
vations on the level of noise as the partition size or time step changes [16]. But they are needless in this study.
The UDS’s superiority to the MC is not affected by the time step if only the partition size D is sufficiently
small.

In addition, the UDS has the desirable properties based on the coarse graining of this study, e.g. the
entropy production agrees with the average volume contraction rate in non-equilibrium steady state. We
can confirm the physical necessity of the UDS to appear in coarse-grained dynamics, discussed in Appendix
A.2.

Above-described merits and demerits of the UDS are summarized as follows:

3.1.1. Merits

(1) The transition probability can be evaluated immediately even in multi-dimensional cases when a differ-
entiable vector field v is given and D is sufficiently small.

(2) The storage to save the probabilities becomes minimum.
(3) The fundamental properties based on the coarse graining of this study are retained.
(4) The method has advantages in solving the initial-boundary value problems of coarse-grained probability

measure on the state space.
(5) The evaluation of transition probabilities causes no fluctuations. This is essential for the time-evolution

of the lower probability measure.

3.1.2. Demerits

(1) In general it is impractical to handle state spaces. Because they are higher dimensional. The method is
not directly applicable to the master equation on incomplete state spaces, on which the probability mea-
sure can fluctuate.

(2) There are many cases in which D cannot be sufficiently small. In this situation the Monte-Carlo integra-
tion is substantially superior.

Even if the vector field v is discontinuous, the method of UDS is effective if such a field is piecewise differ-
entiable. However the method is not applicable if the field is not differentiable in any open region. In this case
Monte-Carlo integration is useful. The condition of ‘‘differentiable’’ vector field may be relaxed to ‘‘continu-
ous’’ one. But it remains the issue of future works.

3.2. Applicability of UDS to various cases

In this study we propose a method to solve the governing equation of the coarse grained probability mea-
sure CGME by replacing the equation with the UDS. The method is very effective on the state space as this
study addresses. Conversely the method is not directly applicable when there is the fluctuation or noise of the
probability measure caused by the uncertainty of the state, such as a chemical master equation (CME). In this
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case, however, the method can be also effective when we are to obtain the evolved probability measure with an
appropriate partition scale D and time step Dt.

If the given (ensemble-averaged) dynamics is chaotic and dissipative on a space, the probability density can-
not be generally defined on the space, but the probability measure can be defined. In order to obtain the mea-
sure numerically the space should be divided into some partitions, represented by the scale D, and the measure
on each partition should be evaluated. In this case we cannot capture the inner structure of the probability
measure in a partition, but the scale D can be taken to be sufficiently small if needed. The situation corre-
sponds to the coarse graining of this study.

Then the UDS is widely applicable provided we can specify the appropriate value of D and Dt so that the
master equation can be approximated by the UDS: (1) the partition is super-cuboid and its scale D is suffi-
ciently small, and (2) vector field v is spatially differentiable. It is the distinctive merit of the UDS that it simply
requests vn, the component of vector v normal to a partition boundary positioned at its center, to evaluate
transition probabilities ðw0ijÞ. Even for the case of CME, not defined on a state space, every method to obtain
a realization, e.g. s-leap method [15], can be utilized to evaluate the vector v and vn from the change of position
Dx divided by the time step Dt at the center of a partition and, as a consequence, the transition probabilities
are obtained. The total amount of Monte-Carlo operations to simply evaluate the normal component of the
vector v from realizations at a specific position would be smaller than those to evaluate the transition prob-
ability between an adjoining set of partitions, i.e. Monte-Carlo integration. Thus the effective method to
obtain an evolved probability measure on any space can be developed by the UDS in conjunction with the
every method to obtain a realization.

The remaining problem is how the partition size D and the time step Dt are determined for such a case of
CME. The size D is desirable to be large enough both to confine the total amount of computation and to
regard the vector field v, evaluated by Dx/Dt, as continuous and differentiable on the scale of D. At the same
time D should be small enough to satisfy the condition for the UDS. Similarly, Dt needs to be large enough to
regard the vector field v as spatially differentiable. Such a field v is a ensemble-averaged or lowpass-filtered
quantity, and the s-leap-based methods [15,18–20] are suitable for the evaluation of the change in the state
Dx for a relatively large time interval Dt. Conversely, if Dt is taken to be too large, such a simulation cannot
reproduce the original fluctuation (noise) of the probability measure. The problem of how D and Dt should be
taken and of whether or not the UDS is effective in various cases remains the issue to be addressed in the
future.

4. Concluding remarks

This study addresses the initial-boundary value problem of coarse-grained probability measure on the
state space in which the differentiable vector field v is given. The coarse graining of this study is based on
a principle that we cannot distinguish state points in the same partition with each other. This is based on
the formulation of the non-equilibrium statistical mechanics to resolve the macroscopic irreversibility. The
definition determines the mathematical form of the coarse-grained master equations (CGME), and the equa-
tion is theoretically shown to be equivalent to the differenced continuity equation using the first-order
upwind difference scheme (UDS) based on the finite volume method. The difference is the order of partition
size D and is negligible when D is sufficiently small. Moreover the entropy production evaluated by the UDS
is also shown to be in accord with the average volume contraction rate in the steady state. This is essential
for the non-equilibrium statistical dynamics, and was confirmed numerically in this study. As a result, the
UDS is shown to have physical substance in the coarse-grained dynamics. Under the coarse graining the
UDS is very superior to the conventional Monte-Carlo method in computer time and storage and is very
useful to solve the CGME.
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Appendix A. UDS and other expressions

A.1. UDS, ICGME and Fokker–Planck equation

In the conventional method the transition probability is evaluated by the Monte-Carlo method [26]. In this
case ICGME (4a 0) is more useful than CGME (5a). Because the transition probability W ðT Þ

ij in Eq. (4a 0) can be
easily evaluated by the ratio of the number of particles in the ith partition after time T to that of initial par-
ticles positioned randomly in the jth partition, where each point is evolved by dx/dt = v. However it is worth-
while noting that the (analytical) solution of the ICGME differs from that of the CGME (UDS) because W ðT Þ

ij

generally differs from wijT when T > 0. The present computational method based on the UDS has been verified
through the comparison with the ICGME whose transition probability is evaluated by the conventional
Monte-Carlo method [21]. Therefore the difference in these methods needs to be discussed here.

Applying similar formulation in Sections 2.2 and 2.3 to the ICGME (4a 0) with a = t and b = t + Dt, we can
obtain the following (formally) equivalent partial differential equation:
oq
ot
þ o

oxj
ðqvjÞ ¼

o

oxj
1� Dt

2
r � v

� �
jvjjDj

2

oq
oxj
� vjvkDt

2

oq
oxk

� 

þOðDt2;D2Þ: ð17Þ
In this equation qi is defined by Pi/DVi. Similarly, from Eq. (12) the UDS (10) can be expressed as
oq
ot
þ o

oxj
ðqvjÞ ¼

o

oxj

jvjjDj

2

oq
oxj

� 

þOðD2Þ: ð18Þ
From Eqs. (17) and (18) we can find that Dt should be sufficiently smaller than D to ensure that both of the
numerical solutions agree well, i.e. Dt/D should goes to zero as D goes to zero. Needless to say that the con-
dition is stricter than that of the stability condition of the UDS, e.g. Dt/D < a for the first-order explicit meth-
od. For the case of the Lorentz model the agreement has been ascertained for D = 1.5 and Dt = 1.0 · 10�3.

As mentioned above, the ICGME and CGME (UDS) are applicable to evaluate the probability measure
that does not have continuous density, e.g. the measure on a fractal support. Therefore Eqs. (17) and (18)
are merely formal expressions. From Eq. (18), however, we can find that the UDS corresponds to the Fok-
ker–Planck equation [25,30]. Because a half of the second moment of the transition probability in the jth direc-
tion on the ith partition Cj,i satisfies
2Cj;i ¼ lim
Dt!0
hDx2

j i=Dt ¼ lim
Dt!0

D2
j ðW

ðDtÞ
jþi þ W ðDtÞ

j�i Þ þ 02W ii

h i
=Dt

¼ lim
Dt!0

DjDt max vþj;i; 0
� �

þmax �v�j;i; 0
� �� �

=Dt; ð19Þ
and, therefore, Cj,i = jvj,ij Dj/2 when D is sufficiently small. The evaluation (19) is based on the principle of the
coarse graining of this study. That is to say, the variation of the moving distance of a reference particle in the
jth direction Dxj is ignored when the particle is in the same partition, and Dx2

j is D2
j if and only if the particle

moves from a partition to a neighboring one in the jth direction. And we are again convinced that the first-
order upwind difference scheme has the physical meaning on the coarse-grained dynamics. Without the coarse
graining Dx2

j ¼ jvj;ij2Dt2, and the second (or higher) moment goes to zero. In this case the derived equation
(master equation) becomes to be the continuity equation (1).

A.2. UDS and other first-order approximated difference schemes

The expression of the UDS, the approximated equation of the CGME, is not a mere approximation of the
continuity equation, i.e. the governing equation of probability density without coarse graining. Such an
approximated equation should (1) retain the original meaning of the coarse graining and (2) has the desirable
limiting property as D! 0. The expression of the UDS happens to be an approximated continuity equation
discretized by the first-order upwind difference scheme based on the finite volume method (FVM), and to have
a false diffusion term to explain the entropy production. Therefore, it is worthwhile clarifying here that only
the UDS in the first-order approximated equations based on the FVM satisfy the above conditions.
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A.2.1. General expression of the flux qv in continuity equation

Now we are to derive the general expression of the approximated continuity equation. If the flux J is
defined as J ” qv, its j direction component Jj at the center of the partition boundary which separates two par-
titions adjoining in the j direction should be expressed as Jj = f(vj, Dj, q+, q�). The quantities are defined in
Fig. 3, focussed on around the j direction boundary shown in Fig. 1. This is because J is related to the prob-
ability flow and the transition probability wij is zero except the adjoining partition sets (i, j). If Jj is a function
of density q in addition to q+ and q�, the transition probabilities between the possible combinations of the
partitions to which the three densities attribute are not zero. One of them, at least, is the transition probability
between a non-adjoining partition set, inconsistent with the property of wij.

From the definition of the flux J it is natural that Jj satisfies the following condition:
aJ j þ bCðvj;DjÞ ¼ J jðvj;Dj; aqþ þ b; aq� þ bÞ: ð20Þ

Differentiation of Eq. (20) with respect to a or b, and substitution of a = 1 and b = 0 leads to
J j ¼
oJ j

oq�
q� þ oJ j

oqþ
qþ; ð21aÞ

oJ j

oq�
þ oJ j

oqþ
¼ Cðvj;DjÞ: ð21bÞ
The differential of Eqs. (21a) and (21b) with respect to q± reduces to:
o
2J j

oq�2
¼ o

2J j

oq�oqþ
¼ o

2J j

oqþ2
¼ 0: ð22Þ
From Eq. (22) we obtain
oJ j

oq�
¼ C�ðvj;DjÞ; ð23aÞ

oJ j

oqþ
¼ Cþðvj;DjÞ: ð23bÞ
Substituting from Eq. (23) in Eq. (21a) we have
J j ¼ C�ðvj;DjÞq� þ Cþðvj;DjÞqþ ¼ C�ðjvjj;Dj; sÞq� þ Cþðjvjj;Dj; sÞqþ; ð24Þ

where s (+1 or �1) is the sign of vj. When we rewrite Eq. (24) as
J j=jvjj ¼ v�ðjvjj;Dj; sÞq� þ vþðjvjj;Dj; sÞqþ; ð240Þ

the coefficient v± is dimensionless from the definition of Jj. If we take jvjj and Dj as primary quantities, the
dimensionless coefficient is a function of only the sign s from Buckingham’s P theorem. Referring to the dis-
cussion of Patankar [31], the condition that Jj = qvj for the case of q = q+ = q� and the consistency for the
coordinate inversion, we obtain v± = «a + s/2 with an arbitrary real number a. As a consequence, we have
the following general expression:
J j ¼ ajvjj þ
vj

2

� �
q� � ajvjj �

vj

2

� �
qþ: ð25Þ
Fig. 3. Definition of physical quantities around two partition boundary.
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In Eq. (25) a = 1/2 and 0 correspond to the first-order upwind difference scheme and central difference scheme,
respectively.

From Eq. (25) and the definition in Fig. 1 the approximated continuity equation based on the FVM, a gen-
eral form of the governing equation of the coarse-grained density qi (12), can be expressed as
dqi

dt
¼ � 1

Dj

qþj;i þ qi

2
vþj;i �

qi þ q�j;i
2

v�j;i

� �
þ

uþj;i � u�j;i
Dj

; ð26Þ
where
u�j;i � �ajv�j;ijDj

q�j;i � qi

Dj
:

Eq. (26) has a (false) diffusion term and, therefore, any first-order approximated continuity equation appar-
ently explains the entropy production term K12. However the discussion is wrong.

A.2.2. Significance of UDS among other schemes as an approximated equation of the CGME

As described above, the physically significant equation for the probability measure is not the continuity
equation but the CGME. The UDS is the approximated equation of not the continuity equation but the
CGME. We can show that the UDS is the only difference scheme to approximate the CGME as follows.

From the general expression (26) we have the following generalized CGME, corresponding to the CGME
(5a):
dP i=dt ¼
X

j

w00ijP j �
X

j

w00jiP i; ð27Þ
where
w00ij ¼
1

Dm
maxðvj!i;c; 0Þ þ a� 1

2

� �
jvj!i;cj

� 

; ð28Þ
and the quantities in Eq. (28) is based on those used in Eq. (9).
On the other hand, Eq. (28) should take the form of Eq. (9) for Eq. (27) to be an approximated equation of

the CGME (5a). The second term of the right hand side of Eq. (28) has the same order of the first one.
Therefore, the condition leads to a = 1/2. That is to say, the generalized CGME must be the UDS. This is
the physical necessity of the UDS: this is the only difference scheme to retain the original meaning of the
coarse-graining and to approximate its resultant governing equation CGME.

In Section 2.3.2 we show the UDS has the desirable property that the entropy production equals the aver-
age volume contraction rate. Moreover, the property for the fixed point in the state space as D! 0 also clarify
the physical necessity of the UDS.

Now we assume that there is a stable sink, fixed point at which all of the trajectories near the point gather.
We perform the coarse graining and set D to be sufficiently small. Providing the fixed point is centered by the
ith partition and Pj = dij, Eq. (27) leads to
dP i

dt
¼ ð2a� 1Þ

vþj;i � v�j;i
2Dj

P i: ð29Þ
Herein the relation that vþj;i < 0 and v�j;i > 0 is used. In this situation Pi should be held fixed at one because the
invariant probability density approaches to Dirac’s delta function as D! 0. In order to fulfill the condition, a
should be 1/2 again, i.e. the difference scheme should be the UDS. If a < 1/2 the right hand side of Eq. (29)
positive and Pi exponentially diverges. The diverse causes minus probability measure around the ith partition,
inconsistent with the physical law. Conversely, if a > 1/2 Pi exponentially decreases and the change is
dissipative.

The expressions (12) and (18) makes the diffusion term appeared and are useful to understand the diffusion
effects in the CGME. However, it should be noted that the understanding owes to the expression of the UDS
because we cannot obtain any more from the expression of CGME (5a). As mentioned above, we must note



Fig. 4. Definition of quantities on a grid divided by imaginary partitions.

120 H. Ishida, K. Momose / Journal of Computational Physics 221 (2007) 106–121
that its ‘‘diffusion’’ term does not simply play a role in diffusion: it’s directive and can contribute to the con-
centration. This is also the significant property of the CGME and also clarify the physical necessity of the
UDS.

A.3. UDS and master equation defined on grid

The derivation of CGME (5a) cannot be comparative with another ones. However its approximated equa-
tion UDS (10) can be derived along the line of the derivation of the master equation from a difference equa-
tion, e.g. [32], and the equation can be interpreted as a master equation defined on a D dimensional grid,
shown in Fig. 4. It may be useful to understand the expression of the UDS.

At first, we set an imaginary partition boundary so as to evaluate transition probability wij. The boundary is
expressed by the dotted line in Fig. 4, and its enclosed volume is DV. If the representative velocity from ith to
j�th point vi!j�, defined on the boundary center, is positive, the state points in the shaded region moves to the
adjoining partition centered by j�th point for the interval Dt. Provided the state points in the same partition is
indistinguishable, the transition probability for Dt, denoted by W ðDtÞ

j�i , can be evaluated as the ratio of the
region to the partition volume. Conversely, if vi!j� is less than or equal to zero, the transition probability
should be zero. Consequently, we have
W ðDtÞ
j�i ¼ max Svi!j�Dt=DV ; 0


 �
¼ Dt

Dj
max vi!j� ; 0


 �
; ð30Þ
where S is the area of the boundary adjoining imaginary two partitions centered by the points i and j�. From
Eq. (30) we obtain the following transition probability per unit time
wj�i � lim
Dt!0

W ðDtÞ
j�i =Dt ¼ w0j�i; ð300Þ
and the probability flow per unit time from i to j�th point (partition) can be expressed as w0j�iP i. The rate of
increase of the probability measure Pi, defined on the ith point, is the summation of all of the probability flows
to the point subtracted by those from the point. As a result, we recover the expression of the UDS (10) for the
coarse-grained probability density qj ” Pj/DV.
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